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 � ๑. ฤดูกาลแหงความเปลี่ยนแปลง

  “เราจะเอา AI มาใชงานในภารกิจไดอยางไร” 
 คาํถามจากหนวยเหนอืยงัคงคางคาอยูในใจโดยไรคาํตอบ ในขณะ
ทีเ่ครือ่งบนิของเราบนิออมภเูขาเมฆกอนใหญ หาทางลงสนามบนิภเูกต็เพือ่มา
ประชุมในอีกภารกิจหนึ่ง 

 ฤดหูนาวกาํลงัจะส้ินสดุลง อกีสองสามวนัจะเปนวนัชวิอกิ หรอืวนัแรก
แหงฤดูใบไมผลิ รานรวงใกลโรงแรมที่ประชุมบริเวณยานเมืองเกาพากัน
ประดบัประดาไปดวยโคมแดง สายลมภูเกต็ยังคงอบอุน อากาศหนาวระลอก
ลาสดุจากจนียงัมาไมถึงทีน่ี่ แตบรรยากาศของปใหมจีนไดแผมาปกคลมุแลว 
เทศกาลตรุษจีนอนัรืน่เรงิทีถ่อืปฏิบตัมิากวา ๔,๐๐๐ ป เพือ่เฉลมิฉลองการ
สิ้นสุดของหิมะ และตอนรับการกลับมาสูฤดูกาลเพาะปลูกที่อุดมสมบูรณ 

 ปน้ี..เปนปแหงความแตกตางอยางแทจริง นี่เปนปลายฤดูหนาว
แลว แตยงัคงมรีะลอกความเยน็จากจนี ทําใหประเทศไทยโดยเฉพาะเหนอื
และอีสานเย็นยะเยือกไปดวยสายลมกรรโชกแรง แมแตกรุงเทพฯ ก็เย็น
สบายกวาปกต ิจะเปนผลของความเปลีย่นแปลงภมูอิากาศโลกทีเ่ร่ิมเคล่ือน
ไปในทิศทางที่หนาวเย็นลง หรือเปนผลของปรากฏการณลานินญา หรือ
อะไรก็ไมทราบได 
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 ความหนาวจากจีน ไมใชจะมีเพียงความเปลี่ยนแปลงทางอากาศ
เทานัน้ ราวหนึง่สปัดาหกอน บรษิทัสตารตอปั จากจนีแผนดนิใหญ ไดเปดตวั 
AI (Artificial Intelligence: ปญญาประดิษฐ) ในรูปแบบแชทบอทตระกูล 
DeepSeek ซึ่งใชเงินและเวลาเพียงประมาณ ๕% ในการสราง นอยกวาที่
ใชใน AI ดังจากคายสหรัฐฯ อยางมากมาย แตสามารถ ทํางานไดเทาเทียม
กันหรือดีกวาในบางกรณี บริษัทไรชื่อเสียงเรียงนามที่กอต้ังโดยนักศึกษา
จบใหมรายนี ้สรางความหนาวจบัขัว้หัวใจของคนในโลกตะวนัตก หุนบริษทั
เทคขนาดใหญ ของสหรฐัฯ ราคารวงดจุเทกระจาด เมือ่นกัลงทนุพากนัหนตีาย
และมองออกวาสหรัฐอเมริกาจะไมใชผูนําดาน AI เพียงผูเดียวอีกตอไป

 ไมวาจะมองในแงของอากาศท่ีมีแนวโนมวาจะเย็นสบายขึ้นในป
ตอ ๆ ไป หรอืในแงเทคโนโลยทีีก่าวลํา้อยางรวดเรว็ หลายคนมีความเหน็วา
คนที่มีชีวิตอยูในชวงเวลานี้ถือวาโชคดี ที่จะไดเห็นความเปลี่ยนแปลงที่นา
ตื่นเตน ดวยสายตาของตนเอง ปญญาประดิษฐ ที่เหมือนจู ๆ ก็ผุดขึ้นมา 
ไดเปลีย่นแปลงชวิีตของเราไปอยางมากมาย บทความนีจ้ะพยายามนาํทาน
ไปสํารวจความเปนมาของมัน ใครเปนผูเริ่มคิดคนและเขาทําไปเพื่ออะไร 
กาวยางในเสนทางของเทคโนโลยีนี้เปนเชนไร และสุดทายมันจะนํามาซ่ึง
ความสุขหรือความเศรา  

 � ๒. กาวกาํเนดิของ AI ... เมือ่มนษุยคดิการใหญทาทายพระเจา 

 หากอลัน ทัวริ่ง มีชีวิตอยูกอนหนานั้นสัก ๓๐๐ ป เขาคงจะโดน
ขอหาทาทายพระเจาอยางแนนอน สมยัหนึง่ในโลกตะวนัตก ผูใดทีม่คีวามเชือ่
แตกตางจากศาสนาจะถูกลงโทษ ตัวอยางเชน ในป ๑๖๓๓ กาลิเลโอ 
ผูทดลอง เรื่องแรงดึงดูดของโลกท่ีหอเอนเมืองปซา ตองถูกขังอยูกับบาน
ตลอดชวีติเพราะไปสนบัสนนุแนวคดิวาโลกโคจรใน สรุยิะจกัรวาล ตรงขาม
กับคําสอนที่วาโลกคือศูนยกลางของจักรวาล

 ศาสตรดาน AI โดยสาระกค็อืเรือ่งท่ีมนษุยจะทําตวัเปนพระเจา สราง 
“ผูฉลาดเหมือนตน” ข้ึนมา อันท่ีจริง ก็เหลือเชื่ออยูแลว ยิ่งมีเรื่องทาง
ศาสนาเขามาเพิม่ยิง่ทาํใหยากเขาไปอกี ศาสตรแขนงนีจ้งึเริม่ตนคอนขางชา 
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จนกระทั่งในป ๑๙๕๐ อลัน ทัวริ่ง นักคณิตศาสตรและคอมพิวเตอรชาว
อังกฤษ ไดเสนอแนวคดิวาวันหนึ่งเครื่องจักรจะฉลาดเหมอืนมนุษย พรอม
เสนอการทดสอบที่เรียกวา Touring Test มีสาระวาหากเราถามคําถาม     
ผูทีอ่ยูหลังฉากและไมสามารถแยกออกวาผูตอบเปนคนหรอืเครือ่งจกัร แปลวา
เครื่องจักรนั้นคิดไดเองแลว 

 จากนั้นในป ๑๙๕๖ จึงมีการเริ่มศึกษาเปนจริงเปนจังครั้งแรก ใน
นาม Dartmouth Summer Research Project on Artificial Intelligence 
เมื่อนักวิจัยในสหรัฐอเมริการวมตัวกันครั้งแรกเพ่ือกอรางศาสตรดาน AI  
หลงัจากนัน้มกีารศกึษาหาอัลกอรธึิมเพือ่แกปญหาเฉพาะทาง เชน โปรแกรม
เลนหมากรุก โปรแกรม The Theorist, The General Problem Solver 
และ แชทบอท Eliza แนวคดิการพฒันาวธิกีารใหเครือ่งจกัรเรยีนรูไดเอง 
(ML: Machine Learning) ไดดําเนินมาถึงการนําเอาโมเดล Neuron 
Network (NN) ซึง่เลยีนแบบการทาํงานของระบบสมองมนุษยทีเ่ร่ิมไว
ในป ๑๙๔๓ มาใชงานในการเรยีนรู โดยไดพฒันาเปน Perceptron ทีเ่ร่ิม
จําแนกแผนภาพ (pattern recognition) ได มีการนําเทคนิคการปรับคา
ยอนกลบั (Back Propagation) เพือ่ทาํใหโมเดล NN แมนยาํยิง่ขึน้ อยางไร
ก็ดี โจทยของการสราง AI ที่ทําทุกอยางไดเหมือนมนุษยในตัวเดียวนี้อาจ
จะกวางและทาทายมากเกนิไปสาํหรบัเทคโนโลยแีหงยคุ หลงัจากนัน้ศาสตร
ดาน AI ไดเขาสูยคุมดื หรอื “AI winters” มทีัง้ความกาวหนาและความผดิหวงั
สลับกันไป ตั้งแตเริ่มตนจนถึงชวงตนศตวรรษที่ ๒๐    

 � ๓. ดอกไมประดิษฐเริ่มผลิบาน 

 เปาหมายสุดทายท่ีเครื่องจักรตองทําไดเหมือนมนุษยนั้น จําเปน
อยูเองทีจ่ะตอง คดิ ฟง พดู อาน เขยีน เคลือ่นไหวไดเองเหมอืนมนษุย และ
มรีปูรางหนาตาทีเ่หมอืนมนษุย ซึง่หมายความวาตองใชศาสตรหลายแขนง    
ทัง้ในดานความสามารถทางภาษาธรรมชาต ิทางวสัดเุนือ้หนงั และกลศาสตร
ในการเคลือ่นไหวไดเองโดยอตัโนมตัใินสามมติ ิเปนอยางนอย ซ่ึงเปนเร่ือง
ที่ดูเหมือนจะเปนไปไมได
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 แมจะเผชิญกับความทาทายและผิดหวังหลายครั้ง นักคิดดาน AI 
ก็ยังไมยอทอ แนวคิดเรื่อง AI นี้กลับมากระเตื้องอีกครั้งตั้งแตประมาณป 
๑๙๙๐ พรอม ๆ  กบัการถอืกาํเนดิของคอมพิวเตอรสวนบคุคล (PC) ในขณะนัน้
คอมพิวเตอร Macintosh และ เครือ่ง PC ของ IBM พรอมระบบปฏิบตักิาร 
Windows เพิง่จะเปดตวัการศกึษา หาวธิกีารใหคอมพวิเตอรสามารถจดจาํ
และจาํแนกรปูลกัษณ (pattern recognition) ยงัเพิง่เริม่ตนยงัไมตองพดูถงึ
สิง่ทีย่ากกวา เชน การจาํแนกภาพ (image recognition) การจาํแนกเสยีงพดู 
(speech recognition) หรือสุดทาย ความสามารถทางภาษาธรรมชาติ 
(NLP: Natural Language Processing) ซึ่งยังอยูอีกหางไกล

Neuron Network หลายชั้นแสดงการเรียนรูแบบลึก (Deep Learning) 
แหลงที่มา: medium.com
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 เมื่อถึงป ๒๐๐๘ เปนตนมา มีการพัฒนาการเรียนรูเชิงลึก (Deep 
Learning) ดวย NN หลายช้ัน ซึ่งไดรับแรงบันดาลใจจากโครงสรางของ
สมองมนุษยหลายชั้นที่สามารถเรียนรูรูปแบบที่ซับซอนจากขอมูลจํานวน
มหาศาล กลายมาเปนโมเดล เชน Recurrent Neuron Network และ 
Convolutional Neuron Network ท่ีไดรบัการพฒันาอยางรวดเรว็ จนกระทัง่
ประสบความสําเรจ็อยางนาทึง่ในดานตาง ๆ  เชน การจดจาํภาพ การประมวลผล 
ภาษาธรรมชาติ และการทํานายคาตามซีรีสเวลา ซึ่งทําไดเหนือกวา
ประสทิธภิาพของมนษุยในบางงาน เราเริม่เห็นการใชงานทีส่าํคญั เชน กลอง
จบัใบหนา หรอืฟงกชัน่การพมิพดวยเสยีงในโทรศพัทมอืถอื เปนตน แตยงั
ไมเห็นพัฒนาการที่สําคัญในระดับที่แสดงถึงปญญาอยางแทจริง

 � ๔. อะไรทําใหเทคโนโลยี AI กาวกระโดดชั่วขามคืน

 แตแลวในสองสามปมานี ้จู ๆ  ความสามารถทีส่าํคญัของ AI กอ็บุตัขิึน้
เกือบจะพรอม ๆ กัน เรามี Chatbot และระบบ AI จํานวนมากใชงานกัน
โดยทั่วไปในทุกวันนี้ สิ่งเหลาน้ีเกิดขึ้นไดเนื่องจากมีพัฒนาการขององค
ประกอบสนบัสนนุทีสํ่าคญั ๓ ประการคอื Algorithm, Big Data และ GPU 
      ๔.๑ Algorithm ... ทําอยางไรจะใหเครื่องจักรคิด เรียนรู และ
รักษาความจําไวได 

   ในโลกของคอมพิวเตอรนั้นทุกอยางเปนตัวเลข การสราง
ปญญาประดษิฐจงึตองเริม่จากการหาวิธกีาร หรอื อัลกอรธิมึ (Algorithm) 
ที่จะเขารหัสวัตถุในโลกจริง เชน คําตาง ๆ  หรือภาพ ใหเปนตัวเลขเพื่อเก็บ
ไวใชงาน และถอดจากตวัเลขยอนกลบัออกมาเปนวตัถเุพ่ือส่ือสารกับมนษุย 
อันจะทําใหดูเหมือนวาเครื่องจักรสามารถที่จะคิดและทําไดแบบมนุษย 
หลงัจากผานการศกึษาลองผดิลองถกูกบั Deep Learning ตัง้แตประมาณ
ป ๒๐๐๘ เปนตนมา ในที่สุดนักวิจัยในสหรัฐฯ ก็ไดคนพบวา Recurrent 
Neuron Network (RNN)  หรือ Convolutional Neuron Network 
(CNN) ไมคอยเหมาะกับภาษาธรรมชาต ิ(NLP: Natural Language Processing) 
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ประมวลผลไดชา และผลที่ไดนั้นไมคอยแมนยํานัก จนกระทั่งในป ๒๐๑๗ 
นักวิจัยของ Google ไดคนพบอัลกอริธึมในการเทรน ที่ดีกวาเรียกวา 
Transformer ซึ่งมีโครงสรางแบบ NN จาํนวนหลายชั้นเหมือน RCNN แต
มีความแตกตางทีเ่หนอืกวาตรงท่ี ๑.) ประมวลผลแบบพรอมกนั (parallel 
processing) โดยจะทาํหนาทีร่บัประโยคภาษาองักฤษความยาวทีก่าํหนดมา
แยกเปนคําหรือสวนยอยของประโยค (token) แลวประมวลผลทีเดียว
พรอมกันโดยเขาโคด (ebbedding) คาํแตละคาํใหเปนจดุ หรอืเวค็เตอรใน 
n-dimentional space ขนาดความยาวท่ีกาํหนด เชน (n=500)  ๒.) ใชเทคนิค
ที่เรียกวา Self-Attention เพื่อเก็บคาความสําคัญเปรียบเทียบระหวาง
แตละคําในขอความประโยคนัน้ ๓.) นอกจากนัน้ยงัเกบ็คาตาํแหนงของคาํ
ในประโยคเหลานั้น (positional information) ไวอีกดวย ๔.) นอกจาก
นั้นยังปรับคาเว็คเตอรคําใหแมนยํายิ่งขึ้นดวยเทคนิค Back Propagation 
ผลที่ไดคือ ฐานขอมูลเว็คเตอรที่แม็ปคําตาง ๆ พรอมนํ้าหนัก ท่ีเทรนได
อยางรวดเรว็กวาเดมิมาก คาํทุกคาํจะมตีาํแหนงเปนจดุใน  n-dimensional 
space และจะอยูใกลกบัคาํทีม่กัมาดวยกนัหรอืมคีวามสัมพันธกนัในประโยค
ทีพ่บ ดวยความนาจะเปน (probability) ทีไ่มเทากนั ผลลัพธเรียกวาโมเดล
ภาษาขนาดใหญ ( LLM: Large Language Model) ซึ่งมีความสามารถ
ในการตอบคําถามตาง ๆ ไดดวยการดึงคําท่ีใกลกันและมักพบในลําดับที่
ตามกนัมา มารอยเรยีงเปนคาํตอบ ความแมนยาํขึน้กบัจาํนวนขอมลู (data 
set) ทีใ่ชในการเทรน ยิง่โมเดล LLM เคยเหน็คาํในรูปประโยคทีห่ลากหลาย
และจํานวนมากเทาใด ก็ยิ่งปรับตําแหนงคําที่สัมพันธกัน รวมทั้งความ
นาจะเปน (probability) ท่ีคาํตอไปจะเปนคาํใดไดมากขึน้เพยีงนัน้ หลงัจาก
งานวิจัยของ Google ชื่อ “All You Need Is Attention” ซึ่งอธิบายการ
ทํางานของสถาปตยกรรม Transformer นี้ไดตีพิมพ การพัฒนาใหเกิด AI 
Chatbot ตาง ๆ ก็ตามมาอยางรวดเร็วจากหลายคายท่ีสําคัญ ไดแก 
ChatGPT โดย OpenAI, Claude โดย Anthropic, Perplexity, Llama 
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และ Gemini โดย Google, และ Meta AI โดย Facebook เปนตน นับ
เปนการทะลุทะลวงวงการ AI อยางกาวกระโดด นอกจากนี้เทคนิค 
Transformer ยงันาํมาใชในดานอืน่ไดดดีวยเชนกัน เชน pattern recognition, 
image recognition, facial and biometric recognition เปนตน  
Transformer จึงเปนสถาปตยกรรมที่ชวยทลายกําแพงที่กีดขวางเสนทาง 
AI ครัง้สาํคญัในประวติัศาสตร แตแมกระนัน้ Transformer  กไ็มไดเหมาะสม
กับการแกปญหา AI ในทุกดาน หรือแมแตการแกปญหาเดียวกันที่ดีที่สุด 
ดังนั้นการพัฒนา AI จึงยังเหลือพ้ืนท่ีใหแขงขันอีกมากมาย เพ่ือใหเรา
กาวถึงโลกที่ชาญฉลาดโดยสมบูรณและมีประสิทธิภาพสูงสุด

คอนเซ็ปตกระบวนการทํางานของสถาปตยกรรม Transformer 
ที่มา: aws.amazon.com
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 ๔.๒ Big Data ... จะคิดการใหญขอมูลตองแนน
 ในการเทรนโมเดล AI ในแขนงตาง ๆ ใหแมนยําตองการขอมูล 
(data set) จาํนวนมาก เพือ่ใหโมเดล AI ไดรูจกัสิง่ท่ีตองเรยีนรู เชน ในแขนง 
LLM ตองปอน ประโยคและคําตาง ๆ ใหหลากหลายที่สุด หรือในแขนง 
image recognition ก็ตองการภาพแมวและสนุขัจาํนวนมากเพือ่ใหโมเดล
จาํแนกแมวออกจากสนุขัและสิง่แวดลอมได เปนตน โดยผานการปรับแตง
เวคเตอรคําจากคาคําตอบที่ผิดพลาดของโมเดล (Back Propagation) 
ใหเขาใกลคาคําตอบท่ีควรจะเปนมากยิ่งข้ึนในทุกสถานการณ สิ่งเหลานี้
จะเปนไปไมไดเลยหากไมมกีารกาํเนดิของ Internet แบบ World Wide Web 
ในป ๑๙๙๐ เปนตนมา และโดยเฉพาะอยางยิ่งความนิยมในโซเชียลมีเดีย
และเวปไซต เชน Facebook, Instagram, และ Reddit ซึ่งเปนแหลง
รวบรวมขอมูล ความรู ตลอดจนประโยคภาษาตาง ๆ มากมายที่สั่งสมใน
อนิเตอรเน็ต ไดถูกนาํมารวบรวมและใชงานในท่ีเดยีวกนัอยางมพีลงั ในระหวาง
การเทรนโมเดล LLM เหลาน้ี สมดงัคาํกลาววา “Information is power.”

 ๔.๓  GPU …อํานาจดิบในการคํานวณแบบ Accelerated Computing
 ดงัไดกลาวมาแลววา การคาํนวณในอลักอลธิมึ AI เชน Transformer 
นัน้ เปนการคาํนวณแบบพชีคณติเชงิเสน (Linear Algebra) ทีเ่ก่ียวของกับ 
แมทริกซและเวคเตอรของ parameters จํานวนมหาศาล ตองใชพลังดิบ
ในการคํานวณอยางสูง เชน ใน AI ตัวที่เล็กที่สุดในตระกูล DeepSeek R1 
ยงัมพีารามเิตอรถงึ ๑.๕ พนัลานตวั ทีต่องคาํนวณ ยังไมตองพูดวาพารามเิตอร
แตละตวัไมไดผานการคาํนวณเพยีงครัง้เดยีว ความพยายามดาน AI จงึเปนการ
ออกเดนิทางไปกอนโดยไมรูวาทรพัยากรท่ีตองใชในการเดินทางนัน้มหาศาล
จนแทบจะเปนไปไมไดในขณะที่คิด

 เรื่องราวความสําเร็จของ AI จึงคลายกับอีกหลายเรื่อง ที่เปนเรื่อง
ของความเกงบวกกับเฮง สําหรับความเกงนั้นตองยกใหนักวิจัยโดยเฉพาะ
ในสหรัฐฯ ท่ีไดคิดคนอัลกอริธึมหรือกระบวนการตาง ๆ เพื่อหาทางแก
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ปญหา AI ในสาขาตาง ๆ มาโดยตลอด แตแอลกอรธิมึเหลานัน้ ตองใชพลงัดบิ
ในการคํานวณเฉพาะดานที่ CPU ท่ัวไปทําไมได จําเปนตองทําดวย 
Supercomputer ขนาดเทาหองใหญ ๆ  เทานัน้ ซึง่นกัวิจยัไมสามารถเขาถึง
ไดเสมอไป การทดลองอัลกอริธึม AI ใด ๆ จึงพัฒนาไปอยางเชื่องชา 

 อนัทีจ่รงิความสามารถของชิปกเ็ตบิโตอยางตอเนือ่งอยูแลว โดยตาม
คําทํานายของมัวร (Moore’s Law) โดย Gordon Moore ผูรวมกอตั้ง 
Intel ไดสงัเกตไวในป ๑๙๖๕ วา ทกุ ๆ  สองป จํานวนทรานซิสเตอร ทีบ่รรจุ
ลงไมโครชิปจะเพิม่ขึน้เปนสองเทา ในขณะท่ีราคาคอมพวิเตอรลดลงครึง่หนึง่ 
เขาจึงทํานายวาชิปคอมพิวเตอร จะมีพลังเพิ่มขึ้นสองเทาในทุก ๆ สองป 
โดยจะทํางานไดเร็วข้ึน มีขนาดเล็กลง และราคาถูกลงตามเวลา ซึ่งก็เปน
ความจรงิ ตัง้แตนัน้เปนตนมา โดยนยัยะนี ้CPU ของคอมพิวเตอรกค็วรจะ
ทํางานไดเร็วขึ้นเรื่อย ๆ แตแมกระนั้นพัฒนาการของ AI คงจะตองรอไป
อกีนาน เหน็ไดจากแมแตในวันนี ้ CPU กย็งัไมสามารถจะใชเทรน LLM ตาง ๆ ได 
เนื่องจากชาเกินไป

 อยางไรกด็ ีวนัหนึง่ความเฮงก็ไดเกดิขึน้ เมือ่เจนเซน หวงั (Jensen 
Huang) CEO และผูกอตั้งบริษัท NVidia ในสหรัฐฯ ไดสรางสิ่งที่เรียกวา 
GPU (Graphics Processing Unit)  เพือ่แกปญหากราฟกของคอมพิวเตอร
ยุคแรก โดยเขาไดสังเกตเห็นวาในโคดของโปรแกรมคอมพิวเตอร ๑๐๐ 
บรรทัดนั้น มี ๑๐ บรรทัดโดยเฉพาะที่เกี่ยวกับกราฟกที่ตองมีการคํานวณ
อยางสูงและกินเวลา CPU ไปมากกวา ๙๐% จึงกอตั้งบริษัทเพื่อสรางตัว
ประมวลผลภาพ (GPU) เพือ่เปนการคาํนวณแบบเรง (accelerated computing) 
อยางไดผล ความลบัอกีประการของ GPU กค็อืมันมหีนวยคาํนวณ (cores) 
จํานวนนับพัน สามารถที่จะคํานวณผลยอยไปพรอม ๆ กัน (parallel 
processing) ทําใหประหยัดเวลา ทั้งเร็วและแรง และปลดปลอย CPU ไป
ทํางานทั่วไปที่ถนัดกวา
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  ผลทีไ่ดกค็อืภาพกราฟกทีร่วดเรว็ ประสทิธภิาพคอมพวิเตอรโดย
รวมที่สูงขึ้น และการเติบโตแบบกาวกระโดดของวงการเกมคอมพิวเตอร 
ซึ่งสรางรายไดมหาศาลใหหวังนํากลับมาพัฒนา GPU ของเขาใหเร็วและ
แรงย่ิงขึน้ไปอกี เรือ่งราวของ GPU นัน้ไดรบัแรงผลกัดนัจากเกมเมอรทัว่โลก
ทีต่องการ GPU ทีเ่รว็และแรงทีส่ดุเพือ่ใหรสชาตขิอง Virtual Reality ในเกม
ตาง ๆ  สมจรงิเขาไปทกุท ีจนในปจจบุนัเราสามารถจะเห็นแสงเงา ภาพสะทอน 
และนํา้ในลาํธารใสทีไ่หลกระเพือ่ม แตกกระจายไปตามจังหวะการกาวยาง
ของตัวละครในเกมอยางสมจริง เชนการประยุกตใชใน Graphic Engine 
เชน Nvidia PhysX และ Unreal Engine โลกของเกมเมอรกบั GPU ถกูขดั 
จังหวะไปประมาณ ๒ ปเมือ่เทคโนโลย ีBitcoin ไดถอืกําเนิด ทาํใหนักขดุเหมอืง
ทัว่โลกตางพากันกวาด GPU ตวัแรงท่ีสดุออกไปจนหมดชัน้วางขาย เพือ่ใช
ความสามารถพิเศษในการคํานวณทางคณิตศาสตรของ GPU มาถอดรหัส 
Block Chain นั่นเอง

  ความสามารถพิเศษของ GPU นี้ไมไดรอดสายตาของนักวิจัย AI 
ซึ่งไดนํา GPU ของหวังไปทําการเทรนโมเดล AI ดวยเชนกัน หวังเองก็มี
ความใฝฝนทีจ่ะใหทกุคนบนโลกใบนีเ้ขาถงึ AI จึงไดพฒันา GPU ใหดยีิง่ขึน้
ดวยการสรางอินเตอรเฟส (API) ทีเ่รยีกวา CUDA เพือ่ใหนกัวจิยั AI สามารถ
เรยีกใช GPU ของเขาในงานคาํนวณท่ัวไปไดสะดวกโดยไมตองเขียนโคดเอง 
ทําใหงานคํานวณเร็วขึ้นถึง ๗๐ เทา โดยในป ๒๐๐๘ Andrew Ng นักวิจัย 
AI จากมหาวทิยาลยัแสตนฟอรด ไดใช GPU GTX280 สองตัวในการคํานวณ
โมเดล AI ทีม่ ีparameters จาํนวน ๑๐๐ ลานตวั เสรจ็ภายในวนัเดยีว ซึง่ปกติ
หากใช CPU คํานวณตองใชเวลาหลายสัปดาห และในป ๒๐๑๒ Alex 
Krizhevsky, Ilya Sutskever, และ Geoffrey Hinton ไดเทรนโมเดล AI 
ชื่อ Alexnet ดวยเทคเนิค CNN (Convolutional Neuron Network) 
โดยใช GPU รุน GTX 580 จํานวนสองตัว แกปญหา image recognition 
ความสามารถในการคํานวณแบบ parallel processing เพื่อประมวลผล
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แมทรกิซจํานวนมหาศาลไดอยางรวดเรว็ ทาํใหสามารถเทรน AI ใหจาํแนก
ภาพได อยางไรก็ดีโมเดลในการศึกษาครั้งนั้นมีจํานวน parameters และ
ขอมูล data set ที่ไมมากนัก

  โมเดล AI รุนตอ ๆ มาไดเพิ่ม parameters และ data set ใน
หลกัหลายพนัลาน (billions) ทาํใหตองการพลงัคาํนวณดิบทีเ่พิม่ขึน้อยาง
มหาศาล ซึ่ง Nvidia เองก็มีวิสัยทัศนที่จะให AI แพรหลายอยูแลว จึงได
ผลิต GPU เพื่อการนี้โดยเฉพาะ เชนโมเดล H100 และ A100 เพื่อใชสราง 
Supercomputer ที่มีพลังคํานวณสูงโดยเฉพาะ นอกเหนือไปจาก GPU 
เพื่อการเลนเกมทั่วไปตระกูล GTX และ RTX หลังจากนั้น อุตสาหกรรม
เกมมิง่กโ็ตอยางรวดเรว็ เกดิการปฏวิตัใินวงการ AI หลากหลายสาขา ชัว่ขามคนื
ปญหาตาง ๆ ท่ีเคยยากลําบากก็ถูกทะลุทะลวงอยางตอเนื่อง รวมถึง 
computer vision, speech recognition, language understanding 
และความสามารถอืน่ ๆ  ทีจ่าํเปนสาํหรบัโลก AI ถกูฝาดานมาไดทลีะอยาง
ภายในระยะเวลาไมกี่ป 

 เจนเซน หวงั เช่ือในความเปนไปไดของโลกอนาคตทีจ่ะพฒันาจาก
ความสามารถในการคํานวณที่เพิ่มขึ้น จึงไดผลักดันใหพัฒนา GPU ใหยิ่ง
ใหญขึน้เรือ่ย ๆ  ต้ังแตวนัทีท่าํ GPU เพือ่เกม มาจนถึงวนันี ้จนกระท่ังปจจุบนั 
GPU มปีระสทิธภิาพทีแ่รงข้ึนมากถงึ ๗,๐๐๐ เทานบัจากป ๒๐๐๓ เปนตนมา 
พัฒนาการของ AI ในสหรัฐฯ จึงเติบโตแบบกาวกระโดดล้ําหนาทุกชาติ 
เปนเจาเดียวที่แทบจะผูกขาดเทคโนโลยี AI

 � ๕. วิชาไมมีกอนหลัง...ผูสําเร็จคืออาจารย

 ตองยอมรบัวา บรษิทัเทคสหรฐัฯ เชน Nvidia, Google, Facebook 
อยูในแถวหนาของศาสตรดาน AI มาโดยตลอด แตสดุทายจนีกก็าวตามมา
ทัน โดยเฉพาะดาน AI Chatbot (LLM)
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 ในคายสหรฐัฯ นัน้ กาวยางจาก CNN และ RNN ทีใ่ชโดย Facebook 
มาสู Transformer Model ของ Google ในป ๒๑๐๗ เมื่อทีมวิจัยของ 
Google ไดเปดเผยรายงานวิจัยโมเดลใหมคือ Transformer ในงานทาง
ภาษาที่ทํางานไดเร็วและแมนยํายิ่งกวาโมเดลเดิม ทําใหโลกหันมาใช 
Transformer ตามกนัอยางกวางขวางโดย Transformer ในป ๒๐๑๗ นัน้ 
ใชทดสอบการแปลภาษาจากอังกฤษเปนเยอรมัน ดวยการเทรนโดยใช 
Nvidia GPU รุน P100 จํานวน ๘ ตัว ประมวลผล data set ซึ่งเปนคูคํา
จํานวนหลายพันลานคู โดยใชเวลาเพียง ๓.๕ วันเทานั้น

 ยิ่ง GPU ไดรับการพัฒนาใหเร็วและแรงยิ่งขึ้น ในป ๒๐๒๒ ทําให
สามารถทํา Unsupervised Learning คือการใหคอมพิวเตอรเรียนรูเอง
จากอินพุต data set เชนภาพหรือประโยคโดยตรง โดยไมจําเปนตองให
คนเตรยีม data set ดวยการตดิปายคาํตอบทีถ่กูตองใหแตละ data ลวงหนา 
(Supervised Learning) ซึง่กนิเวลา และแรงงานมาก ทาํใหความเรว็ในการ
เรียนรูเพิ่มขึ้นอยางมหาศาล และสามารถใช data set ในอินเตอรเน็ตที่
กอนนี้ไมสามารถใชไดจํานวนลานลานชิ้น 

 จากการศกึษาพัฒนาทําใหเชือ่วายิง่ใช data set มากขึน้ และเพิม่
จํานวน parameters มากเทาไหร ความแมนยําก็ยิ่งสูงขึ้น จึงพากันเพิ่ม
จาํนวน parameters และขยายจาํนวนการใช GPU มากข้ึนเปนเงาตามตวั 
โดย Technical University of Munich ไดพัฒนาโมเดล LLM ที่มี 
parameters จํานวน ๕๖๗ ลานตัว ตามดวย OpenAI Lab ที่พัฒนา 
GPT-2 ดวย parameters จํานวน ๑.๕ พันลานตัว แลวขยับมาเปน ๑๗๕ 
พันลานตัว ใน GPT-3 และ ๑.๘ ลานลาน parameters ใน GPT-4 
รุนลาสุด วากันวา ในป ๒๐๒๔ Meta ซื้อ GPU รุนที่ดีที่สุดชื่อ H100 
ถึง ๓.๕ แสนตัว ในขณะที่ Microsoft, Tesla, และ Google สั่งซื้อ
ประมาณบริษัทละ ๑ แสนตัว จะเห็นวาเงินลงทุนของแตละคายเฉพาะ 
GPU นัน้มหาศาล นีค่อืภาพรวมในโครงการ AI ทัง้หมด ไมไดนาํมาเทรน
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ดานภาษา (LLM) เพียงอยางเดียว ตัวอยางเชน สําหรับ Meta ในป 
๒๐๒๔ ใช H100 จํานวน ๒๔,๐๐๐ ตัวในการเทรน LLM (Meta AI) 
จาก H100 ทั้งหมดประมาณ ๑ แสนตัวที่จัดหามา เปนตน อยางไรก็ดี
ดวยมูลคา H100 ประมาณ ๑๐๐,๐๐๐ บาทตอตัว เฉพาะการเทรน 
LLM ก็ยังตองใช H100 สูงถึง ๒,๔๐๐ ลานบาทโดยประมาณ

ความตองการพลังดิบในการคํานวณที่เพิ่มขึ้น (Training Compute) ของโมเดล AI ตั้งแตป ๒๐๑๒ - ๒๐๒๒ 
แหลงที่มา: blog.nvidia.com
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 การถอืกาํเนิดของ AI ในทามกลางสภาพภมิูรฐัศาสตรโลกทีม่คีวาม
ซบัซอนและเปลีย่นแปลงสงู หลายชาติ ตางแอบพฒันาระบบ AI ทาํใหอาจ
เกิดภาวะที่เรียกวา “AI Arms Race” ในการนี้สหรัฐฯ ไดพยายามชะลอ
การเติบโตของฝายตรงขาม ดวยการจํากัดการเขาถึงวิทยาการระดับสูงใน
มหาวทิยาลยั และจาํกดัการสงออกเทคโนโลยชีัน้สูง เชนไมโครชปิ ไปสูจีน 
โดยเฉพาะ GPU ที่ใชทํา Supercomputer สหรัฐฯ อนุญาตใหสงออกไป
จีนเพียง GPU รุน H800 ที่ดอยกวาเทานั้น

 แมกระนัน้ กย็งัไมอาจทาํใหจนีหยดุพฒันา AI ได ตรงกนัขาม การ
เปดตวั LLM ตระกลู DeepSeek ไดสัน่คลอนความเชือ่ด้ังเดิมวา การเทรน
โมเดล LLM จะตองใช parameters จาํนวนมาก ใชเวลานาน และทรพัยากร 
เชน GPU ระดับสูง การเขาถึงเพียง GPU รุน H800 จํานวนนอย ที่มี
ประสิทธิภาพดอยกวา H100 ถึง ๓๐% ทําใหบริษัท DeepSeek ตองคิด
หาหนทางอนัชาญฉลาดมาชดเชย โดยปรบัปรงุแนวคดิโมเดล Transformer 
ของสหรฐัฯ ทีใ่ชเทคนคิ Parallel Processing และ Attention มาเปนการ
ทํา Parallel Processing แบบเลือก เชน DeepSeek R1 เปนโมเดลที่ถูก
ฝกดวยหลักการ Supervised Fine-Tuning หรือการฝกดวยชุดขอมูล
เฉพาะทางแบบควบคุมโดยมนษุยกอน จากนัน้จงึคอยมาฝกแบบ Reinforcement 
Learning หรือแบบใหรางวัลโดยปรับคาใหตรงกับคําตอบที่ถูกตองเขาไป
ทุกที นอกจากนี้ DeepSeek R1 ตัวใหญสุดซึ่งใช parameters ทั้งหมด 
๖๗๑ พันลานตัว ยังใชประโยชนจากสถาปตยกรรม Mixture of Experts 
(MoE) และเทคนคิพเิศษในการโปรแกรมมิง่ ซึง่ชวยลดการใชฮารดแวรและ
ลดตนทุนการทํา Inference (การตอบคําถามหรือตอบสนองตอพรอมพ) 
ลงอยางมาก ทําใหมีการเปดใชงาน parameters เพียง ๓๗ พันลานตัวใน
ระหวางสราง Token เทานั้น และใชตนทุนในการฝกที่ถูกกวา โดยใชเงิน
ฝกทั้งหมดไปเพียง ๕.๖ ลานดอลลารสหรัฐ หรือประมาณ ๑๙๐ ลานบาท
เทานั้น แตมีประสิทธิภาพทัดเทียมกับคายสหรัฐฯ
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 อยางไรกด็ ีแนวคดิดานการใชเทคนคิ MoE เพือ่ลดทรพัยากรไมใช
เรื่องใหม โดย Google ก็ไดคนพบความลับนี้ ตั้งแตป ๒๐๒๑ และไดนํา
เสนอแนวคดิในการปรบัปรุงเทคนคิ MoE ซึง่มจีดุเดนคอืประหยดัทรัพยากร 
แตมีจุดดอยที่การเทรนมักไมคอยเสถียร มาเปนโมเดลใหมช่ือ Switch 
Transformer เพื่อแกปญหาดังกลาวในลักษณะที่คลายกับ DeepSeek 
R1 อยางไรก็ดีดวยความที่งบประมาณของบริษัทใหญในสหรัฐฯ มีอยาง
เหลอืเฟอ สามารถจดัหา GPU ทีดี่ทีส่ดุไดไมจาํกดั จึงไมไดใชแนวทาง MoE 
และ Switch Transformer อยางจริงจัง 

 การเปดตัวของ DeepSeek R1 แมจะสรางความหวั่นไหวไปทั่ว
สหรฐัฯ แตกย็งัไมใชชยัชนะสิน้สดุเดด็ขาด การพฒันาดาน AI ลาสุด Google 
ไดประกาศผลสําเร็จในการพัฒนา AI ที่มีทั้ง long-term memory จาก
การเทรน และสามารถเรยีนรูเพิม่เตมิขณะใชงานไดอกีดวย ซึง่นบัเปนยางกาว
ใหมในวงการทีย่งัไมมใีครทาํไดมากอน การแขงขัน AI ดานตาง ๆ  ยงัมพ้ืีนท่ี
ใหพัฒนากันตอไป และจะทําใหโลกเจริญอยางรวดเร็ว ไมวาใครจะเปน
ผูชนะ แตสิง่หน่ึงทีแ่นนอนก็คอื จนีจะเปนคูแขงทีน่ากลัวในดาน AI เพิม่ขึน้
อีกวงการหนึ่ง

 � ๖. สถานะปจจุบัน: เราอยูตรงไหนบนเสนทางอันทอดยาว 

 ความฝนถงึโลกอนัชาญฉลาดนัน้มมีานานหลายรอยปแลว ทานที่
เคยชมภาพยนตไซไฟ โดยเฉพาะ Star Trek: The Next Generation 
คงจะมคีวามประทับใจท่ีไดเห็นเทคโนโลย ีAI ซึง่มากอนกาล ในยานอวกาศ
ชื่อ USS Enterprise ที่มีภารกิจคนหาจักรวาลใหม ๆ โดยยานไดพลังงาน
มาจากเครือ่งยนตขบัเคลือ่นทีเ่รยีกวา Warp Drive ซ่ึงสามารถพายานเดนิทาง
ดวยความเรว็เหนอืแสง ทะลมุติไิปอกีฝงหน่ึงของจกัรภพ หรือแมแตเดินทาง
ยอนเวลาได ภายในยานมีระบบควบคุมการเดินเรือท่ีลํ้าสมัย สามารถจะ
เดินเรือแบบ manual ก็ได หรือจะสั่งดวยเสียงกําหนดจุดหมายให Ship 
Computer ซึง่เปนระบบปญญาอัจฉรยิะประจาํยาน ใหวางแผนและพายาน



๔๖ ¹ÒÇÔ¡Ò¸Ô»˜µÂ�ÊÒÃ
¤ÅÑ§»˜ÞÞÒ ¾Ñ²¹Ò¼ÙŒ¹íÒ

เดนิทางโดยอตัโนมัตกิไ็ด หรอืใหควบคมุระบบใด ๆ ในยานไดทัง้ส้ิน หากมี
คาํถามไมวาจะเร่ืองใดสามารถท่ีจะถาม Ship Computer ซ่ึงสามารถตอบ
ดวยเสียงพรอมแสดงภาพในจอขนาดใหญในที่ตาง ๆ ของยานไดอีกดวย 
หรือจะถามคําถามกับมนุษยประดิษฐ (แอนดรอยด) ซึ่งเปนนายทหาร AI 
รับราชการบนยานในตําแหงนายทหารยุทธการ นามวา นาวาโท เดตา 
(Commander Data) ผูซึ่งมีสมองแบบ Positronic สามารถจดจําอยาง
เสมือนไรขีดจํากัด พรอมจะตอบทุกคําถามไดอยางเที่ยงตรง นอกจากนี้ 
นาวาโทเดตา ยงัมอีาํนาจในการบังคบับัญชาในยานเปนอนัดบัทีส่าม รองจาก 
ผบ.เรือ และตนเรอือกีดวย ยิง่ไปกวานัน้บนยานยงัมีหองจาํลองเสมอืนจรงิ 
Holograhpic Deck ซึ่งสามารถ ที่จะสั่ง Ship Computer ใหสรางตัว
แสดง เรื่องราว ฉาก และสิ่งแวดลอมประกอบที่เหมือนจริง ใหเราเขาไป
รวมวิสาสะดวย เชน เขาไปรวมมีชีวิตอยูในเหตุการณในนิยายสุดโปรดที่
สามารถบันดาลใหเกิดขึ้นเสมือนจริงอยางแยกไมออก

 นัน่คอืโลกของ AI ขัน้สูงสุดทีท่กุคนคงอยากไปถึง ถามวา ณ ปจจบัุน
เราอยูจดุไหน มขีดีความสามารถทีส่าํคญัอยางไรบาง สถานะของ AI ใน
ปจจบุนัมดีงันี ้ดาน Image: เหน็ภาพ (computer vision) จดจาํภาพและ
แยกแยะภาพ วาดภาพจากคาํสัง่ ปรับปรงุแกไขภาพตามคาํสัง่ อธบิายองค
ประกอบของภาพ สรางวิดีโอได ดาน Text and Speech: อานขอความ
เปนเสียง ฟงเสยีงแลวเปลีย่นเปนขอความ แปลขอความหรือเสยีงจากภาษาหนึง่
เปนขอความหรอืเสยีงอกีภาษาหนึง่ จาํเสยีงคนเปาหมายได เลียนเสยีงคน
เปาหมายได สรางภาพและเสยีงวดีีโอใหขยบัปากตรงกนัจากภาษาหนึง่ไป
อีกภาษาหนึ่งได (เชนใหปธน.สี จิ้นผิง พูดภาษาอังกฤษอยางคลองแคลว
พรอมขยบัปากตรงคาํพดู แตในโทนเสยีงเดมิของทานเอง) ดาน NLP (ภาษา
ธรรมชาต)ิ and Cognition (ความเขาใจแบบมนษุย): อานคูมอื ตาํรา หรอื
ขอความดิจิตอล แลวจัดเก็บเปนความจําไวได  ตอบคําถามได เรียนรูเพิ่ม
เตมิได สรปุใจความสาํคญัหรือยอเอกสารได เขยีนบทความหรือนยิายตามท่ี
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กําหนดได เขยีนจดหมายลางานตามทีก่าํหนดได ดาน Problem Solving: 
สามารถแกปญหาตาง ๆ  ได ทัง้ปญหาคณติศาสตร ตรรกศาสตร การเลนเกม 
เชน หมากรุก โกะ ดาน Robotics and Movement: ควบคุมการทํางาน
หรือเคลื่อนไหวของเครื่องจักรกล และหุนยนตได  ดาน Autonomy: 
สามารถควบคุมและตดัสินใจเองได เชน รถยนตทีข่บัเคลือ่นดวยตวัเอง ดาน 
Coding: เขียนโปรแกรม คอมพิวเตอรเพื่อแกปญหาได ดาน Analysis, 
Synthesis and Forecast: วิเคราะห แนะนํา ทํานาย โดยใชขอมูลที่เรียน
รูมาเปนพื้นฐานได 

 อยางไรก็ดี เรายังหางไกลจากโลกของ Star Trek อยูพอสมควร 
ทั้งน้ีเพราะ AI เชน นาวาโท เดตา นั้น จัดเปน ASI (Art ificial Super 
Intelligence: อุตมปญญา) คือเครื่องจักรที่เหนือมนุษย มีปญญาของ
มนุษยชาตทิัง้หมดรวมกนัหรอืมากกวา สามารถทาํทุกอยางไดเชนเดยีวกบั
มนุษยแตเหนือกวามาก สวน Ship Computer นั้นเนื่องจากอยูในระบบ
คอมพิวเตอรของยานเทานั้นไมไดมีรูปรางเชน นาวาโทเดตา จึงทํางานได
เฉพาะดานความรู ความคิด และการวางแผน การควบคุม จัดวาเปน AGI 
(Artificial General Intelligence: มหปญหา) มีความสามารถรอบดาน
เหนอืมนษุย ทาํงานเชีย่วชาญไดหลากหลาย สวน AI ทีเ่รามอียูในปจจุบนันี้ 
จัดเปนเพียงขั้นแรกเริ่ม หรือ ANI (Narrow AI: อนุปญญา) ซึ่งเชี่ยวชาญ
เฉพาะดานใดดานหนึง่เทานัน้ เชน การจําแนกภาพ (image recognition) 
การจาํแนกเสยีง (speech recognition) การสรางภาพ สรางวดิโีอจากคาํสัง่ 
เปนตน อยางไรก็ดี AI จําพวก LLM Chatbot ในปจจุบัน เชน ChatGPT, 
Meta AI หรอื Copilot มคีวามสามารถหลายดานในตวัเดยีวกนั (Multimodal) 
รวมถึงจดจํา เขาใจ ตอบคําถาม และโตตอบในภาษามนุษยได วาดภาพ
ตามคําสั่งได AI บางตัวเรียกวา Generative AI โดยสามารถคิดวิเคราะห
เพ่ิมเติมไดเองในสิ่งท่ีใกลเคียงกันแมในสิ่งท่ีไมไดรับการเทรนจากขอมูล 
Data Set โดยตรงมากอน กาวตอไปที่กําลังพัฒนากันอยูในขณะนี้คือ 
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Agentic AI ซึ่งจะมีความสามารถสําคัญคือ ความเปนอิสระในตนเองโดย
ไมตองพึ่งพามนุษย (autonomy) โดยเมื่อไดรับคําส่ังหรือเปาหมายแลว 
จะสามารถรวบรวมขอมูลจากสิ่งแวดลอมได นํามาคิดวิเคราะหวางแผน 
ตดัสนิใจลงมอืทาํและเรยีนรูไปพรอม ๆ  กนั ตวัอยางเชน รถไฟฟาอตัโนมติั
ของ Tesla ที่สามารถขับตัวเองได ในอนาคตอันใกลนี้เราอาจเห็น AI ที่มี
ความเชีย่วชาญแตกตางกันมาทาํงานรวมกนั โดยอาจม ีAgentic AI ตวัหนึง่
เปนหัวหนางาน เปนผูจัดการคอยคิดวางแผน และสั่งงานเฉพาะให AI 
ทีเ่ช่ียวชาญในแตละดานทาํตอไปเปนทมี และประเมนิผล เปนตน สิง่เหลานี้
ทําใหความฝนของเราที่จะมี AGI นั้น เริ่มใกลเคียงความจริงเขามาทุก
ขณะจิตแลว

ความสามารถของ AI ที่เทรนดวยโมเดล Transformer 
แหลงที่มา: blog.nvidia.com
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 � ๗. บนเสนทางสันติภาพและความขัดแยง 

 ปจจบุนั AI ไมใชแนวคดิแหงอนาคตอกีตอไป แตเปนเทคโนโลยทีี่
พฒันาอยางรวดเรว็พรอมการใชงานในโลกแหงความเปนจรงิ ในทางสนัตนิัน้ 
วงการ AI นับเปนความรวมมือนานาชาติมาตั้งแตแรกเริ่ม แมจะถือกําเนิด
ในสหรัฐฯ แตก็เกิดจากมันสมองของนักวิจัยหลากหลายชาติพันธมาโดย
ตลอด ผลงานวจิยัไดตีพมิพและแจกจายโคด (open source) บางสวนเพ่ือ
ใหคนทัง้โลกไดศกึษา จนกระทัง่บรษิทัสตารตอปัของจนีสามารถพฒันา AI 
ของตนเอง และเผยแพรวธิกีารอนัชาญฉลาด เปน Open Source ตอบแทน
ชาวโลกกลับมา นับวาเรื่อง AI นั้นมีพื้นฐานเปนความรวมมือของชาวโลก
เพื่อประโยชนสุขรวมกันอยางแทจริง

 ความรวมมือดาน AI ที่จะสรางสันติภาพและความสุขนั้นเห็น
ไดชัด เชน ความสําเร็จของ Transformer ในวงการแพทย เมื่อบริษัท
ลูกของ Google ชื่อ DeepMind สามารถพัฒนา AI ชื่อ AlphaFold2 
ซึ่งอธิบายการพับของโมเลกุลโปรตีน ซึ่งอาจทําใหคนพบยาใหม ๆ ได
อยางรวดเร็ว ในขณะที่มหาวิทยาลัยฟลอริดาก็ไดพัฒนา GatorTron 
เพือ่สรปุยอใจความสําคญัของงานวจัิยทางการแพทยไดสาํเรจ็จากขอมลู
ดบิทางคลนิคิจาํนวนมาก ซึง่จะชวยใหงานวจัิยทางการแพทยทาํไดอยาง
รวดเร็วมากขึ้น นอกจากนี้ไดมีการนํา AI มาใชงานหลากหลายสาขา 
ตวัอยางทีเ่ดนชัด ไดแก รถยนตไรคนขบัของ Telsa ผูชวยเสมอืนในการคา 
ไปจนถึงการวินิจฉัยทางการแพทย และการสรางแบบจําลองทางการเงิน 

 อยางไรกด็ ีAI ยอมจะนาํมาซึง่ความขดัแยงท่ีรนุแรงขึน้ดวยเชนกัน 
ในขอบเขตทางการทหาร AI กําลังถูกรวมเขากับระบบตาง ๆ รวมถึงโดรน 
หุนยนต และยานพาหนะไรคนขับอื่น ๆ ที่สามารถขับเคลื่อนอัตโนมัติใน
สภาพแวดลอมทีซ่บัซอน และปฏบัิตงิานโดยมกีารแทรกแซงของมนษุยนอย
ที่สุด ในการวิเคราะหขาวกรอง อัลกอริธึม AI สามารถวิเคราะหขอมูล
จํานวนมหาศาลจากหลายแหลง รวมถึงภาพถายดาวเทียม โซเชียลมีเดีย 
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และเครือขายเซ็นเซอร เพื่อระบุรูปแบบ ทํานายภัยคุกคาม และใหขอมูล
ขาวกรองแกผูบญัชาการทหาร ในดานการฝกอบรมและการจาํลองยทุธ AI 
สามารถจัดเตรียมสภาพแวดลอมการฝกที่สมจริงสําหรับทหาร ชวยให
สามารถฝกในสถานการณทีซ่บัซอนไดโดยไมตองเส่ียง หรือในดานสงคราม
ไซเบอร สามารถใช: AI พฒันาขดีความสามารถทัง้ในเชงิรุกและเชงิรบั รวมถงึ
สรางมัลแวรทีซ่บัซอนมากขึน้ ระบบอาํนวยการรบ ควบคมุและสัง่การทีใ่ช 
AI สามารถตรวจจบัและตอบสนองตอการโจมตทีางไซเบอรไดโดยอตัโนมติั  

 ในกระบวนนี้ที่สําคัญที่สุดอาจจะเปนการควบคุมบังคับบัญชา 
(C4ISR) ซ่ึง AI มศีกัยภาพในการเปลีย่นแปลงสนามรบในอนาคตอยางลกึซึง้ 
สงผลกระทบตอทุกสิ่งตั้งแตยุทธศาสตรไปจนถึงยุทธวิธี การเปลี่ยนแปลง   
ที่อาจเกิดขึ้นไดแก ความเปนอิสระท่ีเพิ่มข้ึน ทําให AI มาชวยใหทําการ
ตัดสินใจเก่ียวกับการกําหนดเปาหมายและการโจมตี โดยไมตองมีการ
แทรกแซงของมนษุย ระบบทีค่วบคมุโดย AI จะทาํใหตระหนกัรูสถานการณ
เพ่ิมขึ้นเมื่อ AI สามารถวิเคราะหขอมูลจํานวนมหาศาลจากหลายแหลง
อยางรวดเร็ว ผูบังคับบัญชาจะเขาใจสนามรบเพียงแตกวาดสายตามองจอ
สรปุสถานการณ เขาจะตัดสนิใจไดอยางรวดเรว็และมขีอมลูพรอมใชงาน แต
เขากย็งัอาจสัง่การไมทันศตัร ูท้ังนีเ้นือ่งจากสิง่ท่ีนากงัวลกวานัน้คอื จังหวะ
การปฏิบัติการที่เร็วขึ้นโดยเฉพาะเมื่อทุกชาติหันมาใช AI ในการรบเพื่อให
ทันกับระบบ AI ของฝายตรงขาม ระบบท่ีควบคุมโดย AI โดยสมบูรณ
จะสามารถดาํเนนิงานหลายอยาง ไดโดยอตัโนมตั ิการปฏบิตักิารทางทหาร
โดยเฉพาะโดยโดรนหรือยานรบไรคนขับที่ควบคุมโดย AI อยางอัตโนมัติ
จะคลองตัวยิ่งขึ้น นําไปสูการเพิ่มความเร็วและความรุนแรงของความขัด
แยงในอนาคต จนอาจทาํใหวงจร OODA (Observe-Orient-Decide-Act) 
รวดเรว็จนมนษุยไมสามารถจะควบคมุบงัคบับญัชาไดอกีตอไป หรืออาจมี
การพัฒนาเลยเถิดไปถึงระบบอาวุธสังหารอัตโนมัติ (LAWS) ในสนามรบ
อนาคต “หุนยนตสังหาร” ที่ออกไลลาศัตรูหรือแมแตลอบสังหารผูนําทาง
ทหารหรือทางการเมืองของฝายตรงขามก็เปนได   
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 รปูแบบสงครามในอนาคต จงึอาจเปนสงครามท่ีเรียกวา Hyper War 
ที่รวดเร็ว รุนแรง แทบทุกอยางจะถูกควบคุมโดย AI โดยอัตมัติ โดยมนุษย
สญูเสยีการควบคมุและมบีทบาทนอยลง เราอาจเหน็ฝงูโดรนอตัโนมตัริาคาถกู
เขาโจมตกีองเรอืรบขาศกึดวยจาํนวนทีม่มีากกวาจรวดตอตานของกองเรอื
รวมกัน ๑๐๐ เทา ในขณะที่ AI ทางไซเบอรพยายามหาจุดออนเพื่อโจมตี
อยางตอเน่ืองไมหยุดหยอนโดยกําหนดเปาหมายไปท่ีโครงสรางพื้นฐานที่
สาํคญั สวน AI ในลกัษณะ DeepFake ผลติสือ่ลวงอยางตอเนือ่งดวยขอมลู
ที่ออกแบบมาเพื่อบิดเบือนความคิดเห็นของเปาหมายใหจมอยูในความ
สับสนอลหมาน (Fog of War) 

 จนอาจจะกลาวไดวา AI จะมาเปลี่ยนแปลงสมดุลของอํานาจ
ระหวางประเทศ โดยประเทศที่มีอํานาจมากที่สุด อาจจะเปนประเทศที่มี
เทคโนโลยี AI ที่ลํ้าสมัยที่สุดก็เปนได ซึ่งจากภาพปจจุบันผูนํายังคงเปน
สหรัฐฯ ในขณะท่ีจีนมีโอกาสตามมาทันไดไมหางนัก แมวาจะมีความ
พยายามชะลอหรือยับย้ังจีนก็ตาม แตชาวจีนก็แสดงใหเห็นแลววา
สามารถใชความเฉลียวฉลาดชดเชยความเสียเปรยีบเรือ่งชปิดวยวธีิการ
ออกแบบอัลกอรธิมึ ทีช่าญฉลาด ใหพลกิกลบัมาตเีสมอในดาน LLM ได 
อยางไรกดี็เทคโนโลยไีมโครชปิทีด่ท่ีีสดุยงัเปนของไตหวนั ซึง่ทาํใหคณุคา
ของไตหวันในสายตาทั้งสองชาติพุงสูงข้ึนไปอีกชนิดไมมีใครยอมเสีย 
เมื่อพิจารณาแลวทั้งสองมีโอกาส จะปะทะกันอยางแทบหลีกเลี่ยงไมได 
โดยเฉพาะอยางยิ่งในความขัดแยงเรื่องไตหวัน ทานสีจิ้นผิงไดประกาศ
ทีจ่ะผนวกไตหวนัอยางแนนอนแมวาจะไมไดกาํหนดเวลาชดัเจน ในขณะ
ท่ีสหรัฐฯ ก็ประกาศวาจะปกปองไตหวันจากการบีบบังคับดวยกําลัง 
สวนไตหวันเองกอ็าจไมยอมกลบัไปอยูภายใตปกครองของแผนดนิใหญ
โดยไมตอสู

 สําหรบัจนีนัน้ไดเตรยีมการรบตามแบบดวยจรวดขีปนาวธุ และ
ยานรบทั้งบก นํ้า ใตนํ้า และอากาศ ในขณะที่สหรัฐฯ ลาสุดไดกลาววา
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หากกองเรอืของจนีออกมาปฏบิตักิารตอไตหวัน ก็จะพบกับการตอตาน
ดวยฝูงโดรนที่ปลอยมาจากเครื่องบินลําเลียง ผลของสงครามจะเปน
อยางไร หากในวนัทีจี่นพรอมโจมตีไตหวนั ทัง้สหรัฐฯ จนี และไตหวนั ตางก็
อาจจะมีเทคโนโลยีโดรน และ AI อัจฉริยะ ที่ประสานการทํางานกันเต็ม
ทองฟา เกนิกวาอาวธุและยานสงครามตามแบบทีม่รีาคาแพงและมจีาํนวนนอย
จะยิงสกัดไวได 

 งานนี้คงตองเรียก เคลาเซวิตซ มาฮาน ขงเบง และสุมาอี้ มาชวย
กันเขียนตํารากลยุทธพิชัยสงครามใหมสําหรับยุค AI เลยทีเดียว!

 ภาพแนวอนาคตแสดงฝูงโดรน AI เต็มทองฟา ประสานการรุมโจมตีกองเรือรบจากทุกทิศทางเกินกวาจะปองกันได  
แหลงที่มา: สรางจาก Generative AI โดย Google ชื่อ Gemini



๕๓
¹ÒÇÔ¡Ò¸Ô»˜µÂ�ÊÒÃ
¤ÅÑ§»˜ÞÞÒ ¾Ñ²¹Ò¼ÙŒ¹íÒ

 � ๘. บทสรุป: มาดวาทานจะตัดดอกไมทั้งทุง ก็ไมอาจยับยั้งการ
มาถึงของฤดูใบไมผลิ

 เสร็จส้ินการประชมุ เรานัง่จบิชากนัอยูในรานแหงหนึง่ บรรยากาศ
เทศกาลตรุษจีนของภูเก็ตอบอวลไปทั่ว วันนี้เปนวันชิวอิก เรานั่งอยู
ทามกลางสายธารแหงประวติัศาสตร ตอนรบัวนัแรกแหงฤดูใบไมผลริวม
กับชนชาวจีนทั่วโลกไปโดยปริยาย

 รุนพี่ทานหนึ่งเคยกลาวไววา สายธารแหงประวัติศาสตรโลกนั้น
รุนแรง เปนความเปลี่ยนแปลงตามธรรมชาติที่ไมมีใครขวางไวได ใช...เรา
อาจจะยบัยัง้บางสิง่บางอยางไวไดชัว่คราว แตในทีส่ดุทกุอยางกจ็ะเปลีย่นแปลง
ไปตามกาลเวลาของมัน อุบัติการณการผลิบานของ AI ก็คงเปนธรรมชาติ
ประการหน่ึงทีต่องเปนไป เมือ่สภาพแวดลอมทางปญญาของมนษุยสมบูรณ
พรอม ก็ถึงเวลาท่ีผลิตผลของเขา คือ AI ตองผลิบานเพื่อมารับใชมวล
มนุษยชาติ 

 AI ทีค่วบคุมไดนัน้ยอมมคีณุอนนัต และมนัควรเปนสมบติัท่ีมนษุย
ทกุคนควรเขาถงึ อยางนอยท่ีสดุ เจนเซน หวัง กเ็ชือ่เชนนัน้ เมือ่สองสปัดาห
กอน Nvidia จึงไดเปดตัว Supercomputer บนฝามือ นามวา Project 
Digits ซึง่มีราคาเพียง ๑๐๐,๐๐๐ บาทเทานัน้ แตมพีลังการคาํนวณนอง ๆ 
ซเูปอรคอมพวิเตอรเลยทีเดียว พรอม AI Stack ทีใ่หมาพรอมใช จุดประสงค
เพื่อใหการวิจัยพัฒนาโมเดล AI เรงตัวและเปนสาธารณะ เมื่อนักศึกษา 
ประชาชน และนกัวิจยัทัง้หลาย สามารถมซีเูปอรคอมพวิเตอรสวนตวัไวใช 
นับจากนี้ไปเราอาจจะเห็นพัฒนาการท่ีกาวกระโดดอยางคิดไมถึง ซึ่งอาจ
ทําใหสถานการณเพิ่มความไมแนนอนยิ่งขึ้น 

 นี่อาจจะเทียบเทากับชิป T-800 Neural Net Processor ตัวนั้น 
ในภาพยนตรเรื่อง “Terminator” ที่สุดทายทําใหเกิด AGI ที่ชื่อ Skynet 
ซึ่งตองการกําจัดมนุษยออกไปจากโลกเพื่อความปลอดภัยของตนเอง การ
คิดเชนนั้นอาจดูเปนเรื่องเหลือเชื่อในวันนี้ แตใครจะทราบไดวาจะไมเกิด
กรณเีลวรายทีส่ดุในอนาคต เมือ่ Super AI จากหลากหลายคาย โดยเฉพาะ
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จีนและสหรัฐฯ อาจจะรวมหัวกันยึดโลกนี้จากมนุษยไปเลย เกิดเปน
สงครามท่ีมนุษยตองซอนตวัเพือ่ตอสูเอาโลกนีก้ลบัคนืมา อยางทีภ่าพยนตร
ไซไฟหลายเรื่องไดแสดงใหเห็นไวแลว 

 ไมวาดอกไมประดิษฐท่ีถือกําเนิดจากมนุษยเหลานี้ จะทําใหเกิด
การเปลีย่นแปลงไปในทิศทางใดกต็าม เรากค็งจะไปหยดุยัง้มนัมไิด เฉกเชน
ฤดูใบไมผลิที่กําลังจะมาถึง ท่ีไมมีใครสามารถไปยับยั้งได ส่ิงท่ีดีที่สุด คือ
เราก็ควรจะทําเชนเดียวกับชาวจีนซึ่งปฏิบัติกันมายาวนานกวา ๔,๐๐๐ ป 
กค็อืยอมรับและเรยีนรูทีจ่ะอยูกบัความเปลีย่นแปลง โดยเฝาจบัตา ควบคมุ
ทิศทาง และใชประโยชนจากสิ่งซึ่งเกิดขึ้นอยางหลีกเลี่ยงมิไดใหดีที่สุด

 ในขณะท่ีรวมเฉลมิฉลองไปกบัสายธารแหงประวติัศาสตร ท่ีมคีวาม
รื่นเริงแปลกใหม ตื่นตาตื่นใจแฝงเรนอยูมิใชนอย
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